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A GENERALIZED SASSENFELD CRITERION
AND ITS RELATION TO H-MATRICES*

THOMAS P. WIHLERT

Abstract. The starting point of this note is a decades-old yet little-noticed sufficient condition, presented by
Sassenfeld in 1951, for the convergence of the classical Gaul—Seidel method. The purpose of the present paper is to
shed new light on Sassenfeld’s criterion and to demonstrate that it is closely related to H-matrices. In particular, our
main result yields a novel characterization of H-matrices. In addition, a new convergence estimate for iterative linear
solvers, which involve H-matrix preconditioners, is briefly discussed.
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1. Introduction. The GauB3—Seidel method is amongst the most classical numerical
schemes for the iterative solution of systems of linear equations. Traditionally, in many
numerical analysis textbooks, convergence is established for matrices that are either strictly
diagonally dominant or symmetric positive definite. Only a few authors (see, e.g., [13,
Theorem 4.16]) point to a less-standard convergence criterion for the Gau3—Seidel scheme
that was introduced by Sassenfeld in his paper [10]: Given a matrix A = [a,;] € C™*™ with

non-vanishing diagonal entries, i.e., a;; # 0, for each ¢ = 1, ..., m, define non-negative real
numbers S1, ..., S, iteratively by

1 .
(11) Siim E |aij|sj+ E |aij\ y z:l,...,m.

“h\ j<i j>i

Sassenfeld has proved that the condition
1.2) 0<s; <1, Vi=1,...,m,

is sufficient for the convergence of the Gau—Seidel iteration. Matrices that satisfy this property
(which is closely related to generalized diagonal dominance; see, e.g., [6]) were discussed
recently in [1].

The purpose of the present note is to show that there is a more general principle be-
hind Sassenfeld’s original work which is intimately related to H-matrices. To illustrate this
observation, we note that (1.1) can be written in matrix form as

(1.3) (ID[ = [L[)s = [U]e,

where the matrix A = L + D + U is decomposed in the usual way into the (strict) lower
and upper triangular parts L = tril(A) and U = triu(A), respectively, and the diagonal part
D = diag(A). Furthermore, |[*]| signifies the modulus of a matrix [*] taken entry-wise,

s = (81,...,8m) is a vector that contains the iteratively defined non-negative real numbers
S1y...,8m, from (1.1), and
1.4 e=(1,...,1)TeR™
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is the (column) vector with all components 1. More generally, for appropriate matrices
P € C™*™, we consider the splitting

A = off(P) + diag(P) + (A — P),

where off ([ x]) denotes the off-diagonal part of a matrix [*]. Then, define the vector s € R™
to be the solution (if it exists) of the system

(1.5) (|diag(P)| — |off(P)|)s = |A — Ple.

For instance, in the context of the GauB—Seidel scheme, letting P := L 4+ D, with L and D as
above, we notice that (1.5) translates immediately into (1.3). In this work, we will focus on
matrices A and P for which the components of the solution vector s of the linear system (1.5)
satisfy the Sassenfeld criterion (1.2).

Outline. We begin our work by reviewing the class of H-matrices (see Section 2), which
was originally introduced in [8] and which plays a crucial role in the convergence of iterative
splitting methods (especially, the Jacobi, GauB8—Seidel, and SOR schemes); in the context
of this paper, such matrices are exactly those for which the system (1.5) is non-singular. In
Section 3 we continue by introducing the so-called Sassenfeld index, which is an essential
quantity for our analysis, and derive some basic estimates. Subsequently, in Section 4, based
on the previously defined Sassenfeld index, we will focus on all matrices for which the
bounds (1.2) for the solution vector s of (1.5) can be achieved; such matrices will be said to
satisfy the generalized Sassenfeld criterion. Our main result (Theorem 4.5) will show that
any matrix in C"™*"™ is a (non-singular) H-matrix if and only if it fulfills the generalized
Sassenfeld criterion; in this regard, our work provides a new characterization of H-matrices.
In addition, a computational verification procedure is proposed (see Proposition 3.4); cf. the
related papers [4, 7]. Finally, we conclude this article with a few remarks in Section 5.

Notation. For any vectors or matrices X, Y € R™*" we use the notation X > Y
(or X = Y) to indicate that all entries of the difference X — Y € R”*™ are non-negative
(respectively positive). Furthermore, for a matrix A = [a;;] € R™*", we denote by
|All o := maxi<i<m Yy, |ai;| the standard co-norm. Moreover, we signify by o (A) the
spectral radius of a square matrix A € C™*™, and I,,, € C™*™ is the identity matrix.

2. A brief review of H-matrices. We will denote by H,,, the subset of all H-matrices
in C™*™_ This set was originally introduced in [8] (see also [2, 3, 12]), and it consists of all
matrices A = [a;;] € C™*™ for which the associated comparison matrix, given by

M(A) = [ding ()] — [off (A)| = {'“”‘" Firh acigem,
+|aii|a 1f’L:j7
is a non-singular M-matrix, i.e., it takes the form 9(A) = rl,,, — B, for a matrix B = 0, with
r > o(B).

We collect a few well-known facts about H-matrices that are instrumental for the present
work.

(F1) We first remark that matrices in #,, are non-singular; see [8].

(F2) Moreover, it is well known (see, e.g., [5, Theorem 5°]) that A € H,, if and only if there
is a positive real vector u > 0 such that 9(A)u > 0; in individual components, this
means that there are positive numbers u1, . . ., U, > 0 such that

|ais |u; >Z|aij|uj, Vi=1,...,m.
i
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Incidentally, this property refers to the notion of generalized diagonal dominance (by
rows); cf., e.g., [6]. In particular, the above bound implies that the diagonal entries of
any matrix in H,, are all non-zero.

(F3) Furthermore, for A € H,,, since M(A) is a non-singular M-matrix, it follows that
M(A)~L = 0; see, e.g., [9].

(F4) Finally, for any matrix A € H,,, it holds that
o (|diag(A)| ~L|off(A)]) = o (diag(MM(A)) " off(M(A)) < 1;
see, e.g., [11, Theorem 1 (vii)].

3. Sassenfeld index. For a non-singular matrix A € C™*™, a right-hand side vector
b € C™, and an arbitrary starting vector x(® e C™, we will be interested in the iterative
splitting scheme

(3.1) Px*D) = (P - A)x™ +b, k>0,
for the solution of the linear system
(3.2) Ax =b.

The focus of this work will be on preconditioners P € H,,,,.

From fact (F3) above, for P € H,,, we infer that the vector defined by
(3.3) s(A,P) := M(P)"'|A - Ple = 0,

with e € R™ from (1.4), is well defined and contains only non-negative components.
DEFINITION 3.1 (Sassenfeld index). The Sassenfeld index of a matrix A € C™*™ with
respect to a preconditioner P € H,, is defined by j1(A,P) = ||s(A, P)|| ., with the vector
s(A, P) from (3.3).
The essence of the Sassenfeld index defined above is that it allows to control the norm
||t — P~'A||__ of the iteration matrix in the splitting method (3.1) in a non-standard way.
PROPOSITION 3.2. Let A € C™*™ be a non-singular matrix and P € H,,. Then it holds

los

that
(3.4) [t — PT'A|| _ < u(A,P).
Proof. Consider an arbitrary vector y € C™ with ||y|| = 1. Defining R =P — A, we
let
(3.5) x:=P 'Ry=P'(P-A)y=(l,, - P 'A)y.

Note first that diag(P)x + off (P)x = Ry. Taking moduli results in
M(P)[x| < [R[ly| = [Rle.
Recalling that 91(P)~! = 0, cf. fact (F3) above, and employing (3.3), we deduce that
x| < M(P)~!|Rle =s(A, P).
Therefore, using (3.5), we infer that
(1 = P A = IIxl| < [Is(A,P)]l
which yields (3.4). a
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COROLLARY 3.3 (Invertibility). Given a matrix A and a preconditioner P € H,,. Then
the matrix A, = A + 7P is non-singular whenever |7 + 1| > u(A, P).

Proof. We apply a contradiction argument. To this end, suppose that there exists v € C™,
vl = 1, such that A,v = 0. Then it holds that (7 + 1)Pv = (P — A)v, and thus
(T4 1)v =P~ (P — A)v. Taking norms and using (3.4) yields

T+ 1= ||l — P A)|| < |l —PT'A|| < u(A,P).

This completes the proof. a

We note that the vector s(A, P) from (3.3) can be computed approximately by iteration.
Indeed, if P € H,,, then the diagonal entries of P do not vanish, cf. fact (F2) above, and the
iterative scheme given by

(3.6) |diag(P)|s**V) = |off(P)|s"®) +|A —Ple, k>0,

converges to the vector s(A, P) from (3.3) for any initial vector s(*) € C™ by fact (F4).
Furthermore, the following result provides a computational upper bound for the Sassenfeld
index.

PROPOSITION 3.4 (Iterative estimation of the Sassenfeld index). Consider a matrix
A € C™*™ and a preconditioner P € H,,. Then, there exists an initial vector s ¢ Rm
such that

(3.7) |A — Ple < M(P)s.

Furthermore, if the iteration (3.6) is initiated by a vector s\9) (for k = 0) that satisfies (3.7),
then it holds that (A, P) < ||s®)||__, for all k > 0, and limj,_.» ||s™||__ = (A, P).

Proof. The existence of a vector s(*) that satisfies (3.7) is immediately established upon
setting s(*) := s(A, P), cf. (3.3). Now consider any vector s(°) € R™ that fulfills (3.7). Then,
from (3.6) with £ = 0, we have

\diag(P)| (s<1> - 5(0)) = —M(P)s® + |A - Ple <0,

which shows that (/) — s(% < 0. Hence, by induction, since M(P)~* = 0, cf. fact (F3), we
note that

(.8 sF = s® = [diag(P) ' off(P)| (s*) — s+ V) <0, k1.

Using that o (|diag(P) ™" off (P)|) < 1, cf. fact (F4), we infer that the iteration (3.6) converges
to s(A, P) from (3.3). Moreover, from (3.3) and (3.6) we deduce the identity

M(P)s(A,P) = |A — Ple
= |diag(P)|s**1) — |off (P)|s®)
= Mm(P)s* D + |off(P)| (s(kH) - s(k)) ,

for all k£ > 0. Exploiting again that 91(P)~! = 0 and upon involving (3.8), we arrive at
(3.9 s(A,P)=s*D L on(P)"off (P)| (s“““) - s<k>) < s+ < gk

Since s(A, P) and s(*) are both non-negative, the asserted bound follows. a
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The ensuing result, which immediately follows from (3.9), allows for an estimate of the
Sassenfeld index without solving the system (3.3).

COROLLARY 3.5. Given a matrix A € C™*™. Furthermore, let P € H,,, and let
v € R™ be a non-negative vector such that

(3.10) |A — Ple < M(P)v.

Then, it holds that p(A, P) < ||v|| .
EXAMPLE 3.6 (Jacobi preconditioner). If P = diag(A) is non-singular, then the
bound (3.10) is fulfilled for any vector v with components

1
(3.11) Ui>| | E @iz, 1<e<m,
ag;| —=
J#i

and we have ;(A, diag(A)) < maxi<i<m v;. For instance, for the classical finite difference
matrix

2 -1
-1 2
(3.12) A— o e R™*™,
.. RP—
-1 2
with m > 3, and the vector v = (3,1,...,1, 3)T, which satisfies (3.11) with equality, we

have maxigig<m Vi = 1= /,L(A, 2'771)
EXAMPLE 3.7 (GauB-Seidel preconditioner). If P = tril(A) + diag(A) is non-singular,
then (3.10) translates into

(313) Z |G,1'j| < |a”|vl — Z |a¢j|11j, 1 g Z g m,
7>1 7<1

which is essentially the recursive relation (1.1) for Sassenfeld’s original criterion. For the
matrix A from (3.12), for m > 2, and

v=(1-2"11-272 . 1-2t-m 1 _omm)T
for which equality holds in (3.13), it is elementary to verify that

max v; = 1 —2'7™ = ;(A, diag(A) + tril(A));

1<i<m
this yields (1.2).
4. A characterization of H-matrices by the Sassenfeld index.

4.1. Generalized Sassenfeld criterion. We are now ready to disclose a connection
between the Sassenfeld index and H-matrices. Our definition of a generalized Sassenfeld
criterion (see Definition 4.1 below) is motivated by the work [1], where the special case of
all matrices A € C™*™ with p(A,P) < 1, with P = tril(A) + diag(A) being the Gauf—
Seidel preconditioner, has been discussed. In this specific situation, the system (3.3) takes the
(lower-triangular) form

|diag(A)|s = [tril(A)|s + [triu(A)|e,
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which is a simple forward solve for s. Convergence of the Gaufl—Seidel method is guaranteed
if ||s||, < 1; this is the key observation in Sassenfeld’s original work [10].

More generally, for preconditioners P € #,, in the current paper, we propose the
following definition:

DEFINITION 4.1 (Generalized Sassenfeld criterion). A matrix A € C™*"™ s said to
satisfy the generalized Sassenfeld criterion if there exists a preconditioner P € H.,, such that
w(AP) < 1.

REMARK 4.2. From Corollary 3.3, for 7 = 0, we immediately deduce that every matrix
which fulfills the generalized Sassenfeld criterion is non-singular.

REMARK 4.3. The verification of the generalized Sassenfeld criterion requires the
existence of a suitable preconditioning matrix P € H,,, such that (A, P) < 1. Hence, from
Proposition 3.2, we need P~ !'A = |,, in the sense that Hlm — PflAHoo < u(AP) < 1.

The following proposition provides a condition number estimate for the preconditioned
matrix P~ A in terms of the Sassenfeld index:

PROPOSITION 4.4 (Condition number bound). Suppose that A satisfies the generalized
Sassenfeld criterion for a suitable preconditioner P € H,, with u(A,P) < 1. Then, for the
condition number (with respect to the oco-norm), the bound

1+ u(A,P)

PSR

holds true.
Proof. Let C := P~ 'A. From Proposition 3.2, we deduce the bound
ICI <1+ |t —PT'A[l <1+ pu(A,P).
Moreover, applying a Neumann series, we deduce the estimate

1 1
< < :
o STl —Cly ~ 1-u(AP)

Il = | = = )7

oo

This concludes the proof. 0

4.2. The generalized Sassenfeld criterion and H-matrices. We will now establish the
main result of this paper.

THEOREM 4.5. For any m > 1, a matrix A € C™*™ is a (non-singular) H-matrix if and
only if it satisfies the generalized Sassenfeld criterion.

Proof. If A € H,,,, then (A, A) = 0, i.e., A satisfies the generalized Sassenfeld criterion.
Conversely, for A € C™*™, suppose that there exists P € H,,, with u(A,P) < 1. Then,
writing (3.3) component-wise, there are non-negative real numbers 0 < s; < 1,2 =1,...,m,
such that

m

piilsi = Y pijls; = laij —pigl,  i=1,...,m.
J#i Jj=1

Letting

4.1 0; := !

m
- |a__|z(1_3j)|aij—pij|>0, 1=1,...,m,
kx4 ]:1

and rearranging terms, we observe the identity

Silan| + Y (Ipis] + lag; = pisl) 55 = (Ipasl = |ass — pal) s,
i#i


http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at

ETNA

Kent State University and
Johann Radon Institute (RICAM)

THE SASSENFELD CRITERION AND H-MATRICES 627
foreachi = 1,..., m. Applying the triangle inequality on either side, it follows that
(42) Z|aij\sj S |aii|(si—5i), L= 1,...,m.

J#i
Furthermore, recalling fact (F2), there are positive numbers w1, . . ., 4, > 0 such that
4.3) Z |pijlu; < |piilui,

J#i

foreach i = 1,...,m. Introduce positive numbers 9; := as; + u; > 0,7 =1,...,m, where

> 0 will be specified later; see (4.5) below. Then, for 1 < ¢ < m, we have

Z|a”|19 = aZ|azJ|5J +Z|pw|“3 +Z laij| — piz|) w

J#i J#i J#i J#i
Employing (4.2) and (4.3), for each ¢ = 1, ..., m, we derive the estimate
> aigldy < alsi — 6;)las| + piilui + > (laij| = |pij]) ug
Jj#i Jj#i
Thus, we obtain

@d Y alYy < lawlds — adilas] + wi (pal = laal) + Y (lai| = pi]) uj,

J#i J#i
foreachi =1,..., m. Now choose a > 0 sufficiently large so that
(4.5) adilaii| > ui (Ipiil = lail) + Y (aijl = |pigl) uj, Vi€ L,
J#i

where 7 indicates the set of all indices 1 < i < m for which §; > 0in (4.1); we let = 0 if
T = () is empty. Now we distinguish two separate cases:

(i) If 6; = O, then exploiting that 0 < s; < 1, for each j = 1,...,m, we notice
from (4.1) that a;; = p;;, for all 7 = 1,...,m. Then, from (4.4), we infer that
2z laij|0; <lagi|0;, foralli & 7.

(i) Otherwise, if ; > 0, then recalling o from (4.5), we obtain that Z].#i lai;|9; < lai|d;,
forall: € 7.

In summary, we conclude that 3, |a;;|; < |ai;[¥;, foreaché = 1,...,m, which implies
that A € H,,; cf. fact (F2). O

4.3. Application to splitting methods. In the context of linear solvers, the follow-
ing generalization of Sassenfeld’s result [10] for the Gaufl—Seidel scheme is an immediate
consequence of Proposition 3.2 and Theorem 4.5.

PROPOSITION 4.6 (Iterative solvers). For A € H,, and any given vector b € C™,
consider the linear system (3.2). Then, for any preconditioner P € H,, with u(A,P) < 1, the
iteration (3.1) converges to the unique solution of (3.2) for every starting vector x0) € C™,
Furthermore, the following a priori error bound holds:

[ L

(oo}

forany k > 0.
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5. Conclusions. Inspired by Sassenfeld’s historical convergence criterion for the classical

Gaul3—Seidel scheme, we have introduced the notion of the Sassenfeld index (with respect
to H-matrix preconditioners), which, in turn, gives rise to a generalized Sassenfeld criterion
discussed in this work. Our main result shows that a matrix is a (non-singular) H-matrix if and
only if it satisfies the generalized Sassenfeld criterion, thereby yielding a new characterization
for such matrices. Moreover, an iterative procedure for the computational verification of the
proposed generalized Sassenfeld criterion is provided.
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