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Abstract. In this paper, we consider perturbations of a Hermitian matrix pair $(H, M)$, where $H = G J G^*$ is non-singular, $J = \text{diag}(\pm 1)$, and $M$ is a positive definite matrix. The corresponding perturbed pair defined as $(\tilde{H}, \tilde{M}) = (H + \delta H, M + \delta M)$ is such that $\tilde{H} = G \tilde{J} G^*$ is non-singular and $\tilde{M}$ is a positive definite matrix. An upper bound for the norm of the tangents of the angles between the eigenspaces of the perturbed and unperturbed pairs is derived. The rotation of the eigenspaces under a perturbation is measured in the scalar product induced by $M$. We show that a relative $\tan \Theta$-bound for the standard eigenvalue problem is a special case of our new bound.
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1. Introduction and motivation. The $\tan \Theta$-theorem is one of the main theorems, among the other theorems given in [2], that is used to examine the quality of approximated eigenspaces for the standard eigenvalue problem.

In general, perturbation theory for the eigenspace of the standard, general, and quadratic eigenvalue problem has developed into two major branches: the so-called absolute (see [2, 11, 15, 19]) and relative perturbation theory (see [1, 3, 5, 6, 7, 16]). Absolute bounds for invariant subspaces bound the angle between the original and the perturbed subspace in terms of an absolute eigenvalue difference (eigenvalue separation), while relative bounds contain a relative eigenvalue separation. The estimates derived from absolute and relative bounds can be very different. The choice between these bounds depends on the specific matrix and the perturbation under consideration. There is no general consensus on which type of bound yields the most accurate results for a given matrix and perturbation. One advantage of relative perturbation bounds is that they are better at exploiting structures in the perturbations than absolute bounds. For a more detailed discussion on the similarities and differences between relative and absolute perturbation bounds, see [9, 10].

Most perturbation bounds for eigenspaces are of the type of $\sin \Theta$-theorems. Some extended results regarding $\tan \Theta$-theorems, with relaxed conditions, can be found in [13, 18], and they have been recently generalized [17] motivated by a conjecture in [26, Corollary 3.22]. As it has been pointed out in [18], one important application of the $\tan \Theta$-theorems is in examining the quality of Ritz values, which has been thoroughly studied in many papers such as [17, 25, 26].

Another recent generalization of a $\tan \Theta$-theorem within absolute perturbation theory of definite matrix pairs can be found in [14]. Since in [14] the perturbation of one matrix has to be off-block diagonal, this may be seen as a potential drawback in applications.

The purpose of this paper is to derive $\tan \Theta$-theorems for the matrix pair $(H, M)$, where $H$ is a non-singular Hermitian matrix factorized as

$$H = G J G^*, \quad J = \text{diag}(\pm 1),$$
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where $G$ is non-singular and $M$ is a positive definite Hermitian matrix. The corresponding perturbed pair is $(\tilde{H}, \tilde{M}) = (H + \delta H, M + \delta M)$ such that
\[
\tilde{H} = \tilde{G}J\tilde{G}^*, \quad J = \text{diag}(\pm 1),
\]
with $\tilde{G}$ non-singular and $\tilde{M}$ a positive definite Hermitian matrix. Same as in [14] and also in [6, 7], the angle operator $\Theta$ is defined in the matrix-dependent scalar product $(x, y)_M = x^*My$, where $x, y \in \mathbb{C}^n$.

As far as the authors know, previous $\tan \Theta$-theorems for standard (see [2, 13, 18]) and generalized (see [14]) eigenvalue problems are considered as absolute perturbation bounds, derived under the assumption of eigenvalue separation.

Contrary to the above-mentioned results on $\tan \Theta$-theorems, including the recent paper [14], the new $\tan \Theta$-theorems in this article provide bounds considered as relative perturbation bounds. The first new bound involves very general conditions on the eigenvalue separation, but it holds only for the Frobenius norm. The second new bound requires some conditions on the eigenvalue separation, but it holds for any unitary invariant norm.

The main motivation for this paper is the absence of $\tan \Theta$-bounds for the generalized eigenvalue problem in the literature, even though they exist for the standard eigenvalue problem. The advantage of a tangent angle bound over a sine angle bound follows from the fact that for sharp angles, $0 \leq \theta < \pi/2$, the inequality $\tan \theta \geq \sin \theta$ holds, as pointed out in [18]. Recently derived relative $\sin \Theta$-bounds given in [6] are compared with the new bounds for $\tan \Theta$, and it is shown that, under the assumption that $0 \leq \theta < \pi/3$, i.e., $\cos \theta < 1/2$, these two bounds are almost equally sharp. This also follows from the fact that we used similar techniques to derive the new $\tan \Theta$-bounds.

The paper has the following structure: In Section 2, definitions and general settings are given, the most important of which is the setting of the structured Sylvester equation. From this structured equation, two main approaches for deriving our main bounds are presented in Section 3. Additionally, at the end of Section 3, two main $\tan \Theta$-theorems are presented, one for the Frobenius norm and the other for any unitarily invariant norm. Numerical experiments are presented in Section 4.

Throughout this paper, $\| \cdot \|_2$, $\| \cdot \|_F$, and $\| \cdot \|$ stand for the spectral norm, the Frobenius norm, and any unitarily invariant norm, respectively, while $\kappa_2(A)$ stands for the condition number of matrix $A$ in the spectral norm. Additionally, $I_m$ (or simply $I$ if its dimension is clear from the context) denotes the $m \times m$ identity matrix. The spectrum of a matrix $A$ is denoted by $\lambda(A)$. The minimal and maximal singular values of $A$ are denoted as $\sigma_{\text{min}}(A)$ and $\sigma_{\text{max}}(A)$, respectively.

Throughout this paper, when referring to the eigenvalues and eigenvectors of a matrix pair, we specifically mean generalized eigenvalues and eigenvectors. However, we omit the term "generalized" when the context makes it clear that we are referring to a matrix pair.

2. Definitions and general settings. Let $(H, M)$ be a Hermitian matrix pair with an indefinite non-singular matrix $H$ and a positive definite matrix $M$ of order $n$. Let the corresponding perturbed pair $(\tilde{H}, \tilde{M}) = (H + \delta H, M + \delta M)$ also be Hermitian, with $\tilde{H}$ being indefinite non-singular and $\tilde{M}$ being positive definite. We consider the following generalized eigenvalue problem
\[
Hx = \lambda Mx
\]
and the corresponding perturbed problem
\[
\tilde{H}\tilde{x} = \tilde{\lambda}\tilde{M}\tilde{x},
\]
where the matrices $H$ and $\widetilde{H}$ can be written as

$$H = GJG^* \quad \text{and} \quad \widetilde{H} = \widetilde{G}J\widetilde{G}^*, \quad J = \text{diag} \,(\pm 1),$$

and where $G$ and $\widetilde{G}$ are non-singular matrices. The matrices $H$ and $\widetilde{H}$ are assumed, as it is common in relative perturbation theory, to have the same inertia. In the next remark we state the conditions under which this assumption is satisfied; see also [5, 22].

**Remark 2.1.** Let $H = GJG^*$ be perturbed such that $\widetilde{H} = G(J + E)G^*$. Under the assumption that $\|H^{-1}\|_2 \|\delta H\|_2 < 1$, it follows that $\|E\|_2 < 1$ and also $\|EJ\|_2 < 1$. Then, the following series expression from [8, Theorem 6.2.8]

$$T := (I + EJ)^{1/2} = I + \sum_{i=1}^{\infty} (-1)^{n-i} \frac{(2n-1)!!}{2^n n!} (EJ)^n$$

obviously converge since $\|EJ\|_2 < 1$. It can be also verified that $T = JT^*J$, and therefore

$$J + E = TJT^*.$$

Now, $\|E\|_2 < 1$ implies that $H = GJG^*$ and $\widetilde{H} = G(J + E)G^*$ have the same inertia as $J$.

Under these assumptions, the matrix pairs $(H, M)$ and $(\widetilde{H}, \widetilde{M})$ can be simultaneously diagonalized, i.e., there exist non-singular matrices $X, \widetilde{X} \in \mathbb{C}^{n \times n}$ such that

$$X^*HX = \Lambda, \quad X^*MX = I,$$

where $\Lambda = \text{diag} \,(\lambda_1, \ldots, \lambda_n)$, $\lambda_i \in \mathbb{R}$, for $i = 1, \ldots, n$, and

$$\widetilde{X}^*\widetilde{H}\widetilde{X} = \widetilde{\Lambda}, \quad \widetilde{X}^*\widetilde{M}\widetilde{X} = I,$$

where $\widetilde{\Lambda} = \text{diag} \,(\widetilde{\lambda}_1, \ldots, \widetilde{\lambda}_n)$, $\widetilde{\lambda}_i \in \mathbb{R}$, for $i = 1, \ldots, n$; see [19, Chapter IV, Theorem 1.15].

For a given $k, 1 \leq k < n$, let $X$ and $\widetilde{X}$ be partitioned as

$$X = [X_1 \, X_2] \quad \text{and} \quad \widetilde{X} = [\widetilde{X}_1 \, \widetilde{X}_2],$$

where $X_1, \widetilde{X}_1 \in \mathbb{C}^{n \times k}$ and $X_2, \widetilde{X}_2 \in \mathbb{C}^{n \times (n-k)}$. The eigenvalue decomposition (2.1) can now be written as

$$\begin{bmatrix} X_1^* \\ X_2^* \end{bmatrix} H \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} = \begin{bmatrix} \Lambda_1 \\ \Lambda_2 \end{bmatrix}, \quad \begin{bmatrix} X_1^* \\ X_2^* \end{bmatrix} M \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} = \begin{bmatrix} I_k & \quad I_{n-k} \end{bmatrix},$$

where $\Lambda_1 = \text{diag} \,(\lambda_1, \ldots, \lambda_k) \in \mathbb{R}^{k \times k}$ and $\Lambda_2 = \text{diag} \,(\lambda_{k+1}, \ldots, \lambda_n) \in \mathbb{R}^{(n-k) \times (n-k)}$. The same holds for the perturbed problem:

$$\begin{bmatrix} \widetilde{X}_1^* \\ \widetilde{X}_2^* \end{bmatrix} \widetilde{H} \begin{bmatrix} \widetilde{X}_1 \\ \widetilde{X}_2 \end{bmatrix} = \begin{bmatrix} \widetilde{\Lambda}_1 \\ \widetilde{\Lambda}_2 \end{bmatrix}, \quad \begin{bmatrix} \widetilde{X}_1^* \\ \widetilde{X}_2^* \end{bmatrix} \widetilde{M} \begin{bmatrix} \widetilde{X}_1 \\ \widetilde{X}_2 \end{bmatrix} = \begin{bmatrix} I_k & \quad I_{n-k} \end{bmatrix},$$

where $\widetilde{\Lambda}_1 = \text{diag} \,(\widetilde{\lambda}_1, \ldots, \widetilde{\lambda}_k) \in \mathbb{R}^{k \times k}$ and $\widetilde{\Lambda}_2 = \text{diag} \,(\widetilde{\lambda}_{k+1}, \ldots, \widetilde{\lambda}_n) \in \mathbb{R}^{(n-k) \times (n-k)}$. It is important to emphasize that we will use a structured Sylvester equation. Due to the uniqueness of its solution, we have to assume that the given $k$ is such that $\Lambda(\Lambda_1) \cap \Lambda(\Lambda_2) = \emptyset$ and $\Lambda(\Lambda_1) \cap \Lambda(\Lambda_2) = \emptyset$.

Also, we have to assume that $\Lambda(\Lambda_1) \cap \Lambda(\Lambda_2) = \emptyset$ and $\Lambda(\Lambda_1) \cap \Lambda(\Lambda_2) = \emptyset$, which ensures that the subspaces $\mathcal{R}(X_1)$ spanned by the columns of $X_1$ and $\mathcal{R}(\widetilde{X}_1)$ spanned by the columns of $\widetilde{X}_1$ are uniquely determined.
The main goal is to give a bound for the distance between the subspaces \( \mathcal{R}(X_1) \) and \( \mathcal{R}(\tilde{X}_1) \), and this is achieved by bounding the tangent of the canonical angles between these subspaces. Note that the matrices \( X \) and \( \tilde{X} \) are \( M \)-orthonormal and \( \tilde{M} \)-orthonormal, respectively. Because of this, the distance between the subspaces \( \mathcal{R}(X_1) \) and \( \mathcal{R}(\tilde{X}_1) \) is measured using a matrix-dependent scalar product.

The following relationship between matrices that are unitary in an \( M \)- and \( \tilde{M} \)-dependent scalar product is important: for an \( \tilde{M} \)-unitary matrix \( \tilde{X} \) and a small perturbation \( \delta M \), the matrix \( \tilde{X}^*M\tilde{X} = I - \tilde{X}^*\delta M\tilde{X} \) is positive definite. Using the Cholesky factorization

\[
\tilde{X}^*M\tilde{X} = YY^*,
\]

where \( Y \in \mathbb{C}^{n \times n} \), it follows that \( Y^{-1}\tilde{X}^*MX \) is a unitary matrix because both matrices \( M^{1/2}X \) and \( \tilde{M}^{1/2}\tilde{X}Y^{-*} \) are unitary; see (2.1) and (2.5).

2.1. CS decomposition. The CS decomposition (see [12, 19]) is the main tool used to derive a \( \tan \Theta \)-bound. If the matrix \( Y^{-1}\tilde{X}^*MX \) is partitioned such that

\[
Y^{-1}\tilde{X}^*MX = \begin{bmatrix}
(Y^{-1}\tilde{X}^*MX)_{11} & (Y^{-1}\tilde{X}^*MX)_{12} \\
(Y^{-1}\tilde{X}^*MX)_{21} & (Y^{-1}\tilde{X}^*MX)_{22}
\end{bmatrix}
\]

then by the CS decomposition there exist unitary matrices

\[
U = \text{diag} (U_1, U_2) \in \mathbb{C}^{n \times n} \quad \text{and} \quad V = \text{diag} (V_1, V_2) \in \mathbb{C}^{n \times n},
\]

with \( U_1, V_1 \in \mathbb{C}^{k \times k} \) and \( U_2, V_2 \in \mathbb{C}^{(n-k) \times (n-k)} \), such that

\[
Y^{-1}\tilde{X}^*MX = \begin{bmatrix}
U_1 & 0 \\
0 & U_2
\end{bmatrix} Y^{-1}\tilde{X}^*MX \begin{bmatrix}
V_1 & 0 \\
0 & V_2
\end{bmatrix} = \begin{bmatrix}
C_1 & -S_1 \\
S_2 & C_2
\end{bmatrix},
\]

where \( C_1, C_2, S_1, \) and \( S_2 \) take the form

\[
\begin{bmatrix}
C_1 & -S_1 \\
S_2 & C_2
\end{bmatrix} = \begin{cases}
\begin{bmatrix}
C & 0 & -S \\
0 & I_{n-2k} & 0 \\
S & 0 & C
\end{bmatrix}, & \text{for } k < \frac{p}{2}, \\
\begin{bmatrix}
C & -S \\
S & C
\end{bmatrix}, & \text{for } k = \frac{p}{2}, \\
\begin{bmatrix}
I_{2k-n} & 0 & 0 \\
0 & C & -S \\
0 & S & C
\end{bmatrix}, & \text{for } k > \frac{p}{2}.
\end{cases}
\]

In (2.7), the matrices \( C \) and \( S \) are given by

\[
C = \text{diag}(\cos \theta_1, \ldots, \cos \theta_p) \quad \text{and} \quad S = \text{diag}(\sin \theta_1, \ldots, \sin \theta_p),
\]

where \( \theta_i \in [0, \pi/2) \), for \( i = 1, \ldots, p \), \( p = \min\{k, n-k\} \), are the canonical angles between the eigenspaces \( \mathcal{R}(X_1) \) and \( \mathcal{R}(\tilde{X}_1) \) given in the \( M \)-dependent scalar product (for more details, see [7, Section 2.2], [12, Section 4]). The trigonometric functions of the angle between the eigenspaces \( \mathcal{R}(X_1) \) and \( \mathcal{R}(\tilde{X}_1) \) in the \( M \)-dependent scalar product are the same as the
trigonometric functions of the angle between the eigenspaces \( \mathcal{R}(M^{1/2}X_1) \) and \( \mathcal{R}(M^{1/2}\tilde{X}_1) \) in the Euclidean scalar product. Also, note that
\[
SC^{-1} = \text{diag}(\tan \theta_1, \ldots, \tan \theta_p).
\]

**Remark 2.2.** Note that \( \|C_1^{-1}\|_i \geq 1 \) and \( \|C_2^{-1}\|_i \geq 1 \) in all three cases from (2.7), which means that \( \|C_1^{-1}\|_2 = \|C_2^{-1}\|_2 = \|C\|_2 \). Also, in all three cases, \( \|S_1C_2^{-1}\| = \|SC^{-1}\| \).

Let \( Y \) be partitioned as
\[
\begin{bmatrix}
Y_{11} & 0 \\
Y_{21} & Y_{22}
\end{bmatrix}
\]
with a \( k \times k \) matrix \( Y_{11} \). Then,
\[
Y^{-1} = \begin{bmatrix}
Y_{11}^{-1} & 0 \\
-Y_{22}^{-1}Y_{21}Y_{11}^{-1} & Y_{22}^{-1}
\end{bmatrix}.
\]

Further, from (2.6), we obtain
\[
(2.8) \quad \begin{bmatrix}
Y_{11}^{-1}\tilde{X}_1^*MX_1 \\
-Y_{22}^{-1}Y_{21}Y_{11}^{-1}\tilde{X}_1^*MX_1 + Y_{22}^{-1}\tilde{X}_2^*MX_1 - Y_{22}^{-1}Y_{21}Y_{11}^{-1}\tilde{X}_1^*MX_2 + Y_{22}^{-1}\tilde{X}_2^*MX_2
\end{bmatrix} = U \begin{bmatrix}
C_1 & -S_1 \\
S_2 & C_2
\end{bmatrix} V^*.
\]

Now the basic concepts for obtaining the main equation are set.

**2.2. Setting the main equation.** From (2.3), it is easy to see that
\[
HX_2 = MX_2\Lambda_2,
\]
and by multiplying from the left with \( \tilde{X}_1^* \), we get
\[
\tilde{X}_1^*HX_2 = \tilde{X}_1^*MX_2\Lambda_2.
\]

Now, using that \( \tilde{H} = H + \delta H \) and \( \tilde{X}_1^*\tilde{H} = \tilde{\Lambda}_1\tilde{X}_1^*\tilde{M} \), we have
\[
\tilde{\Lambda}_1\tilde{X}_1^*\tilde{M}X_2 - \tilde{X}_1^*\delta HX_2 = \tilde{X}_1^*MX_2\Lambda_2,
\]
which, after using \( \tilde{M} = M + \delta M \), also yields
\[
\tilde{\Lambda}_1Y_{11}Y_{11}^{-1}\tilde{X}_1^*MX_2 + \tilde{\Lambda}_1\tilde{X}_1^*\delta M X_2 - \tilde{X}_1^*\delta HX_2 = Y_{11}Y_{11}^{-1}\tilde{X}_1^*MX_2\Lambda_2.
\]

Further, the equality \( U_1S_1V_2^* = -Y_{11}^{-1}\tilde{X}_1^*MX_2 \) from (2.8) gives
\[
(2.9) \quad -\tilde{\Lambda}_1Y_{11}U_1S_1V_2^* = -Y_{11}U_1S_1V_2^*\Lambda_2 + \tilde{X}_1^*\delta HX_2 - \tilde{\Lambda}_1\tilde{X}_1^*\delta MX_2.
\]

Multiplying (2.9) from the right by \( V_2C_2^{-1} \), we obtain
\[
(2.10) \quad -\tilde{\Lambda}_1Y_{11}U_1S_1C_2^{-1} = -Y_{11}U_1S_1V_2^*A_2V_2C_2^{-1} + \tilde{X}_1^*\delta HX_2V_2C_2^{-1} - \tilde{\Lambda}_1\tilde{X}_1^*\delta MX_2V_2C_2^{-1}.
\]

By reordering the above equation, we get
\[
(2.11) \quad -\tilde{\Lambda}_1Y_{11}U_1S_1C_2^{-1} + Y_{11}U_1S_1V_2^*A_2V_2C_2^{-1} = \tilde{X}_1^*\delta HX_2V_2C_2^{-1} - \tilde{\Lambda}_1\tilde{X}_1^*\delta MX_2V_2C_2^{-1}.
\]
3. The \(\tan \Theta\)-bound—the main result. In this section, we derive upper bounds for the norm of the tangent of the angle between the subspaces \(\mathcal{R}(X_1)\) and \(\mathcal{R}(\bar{X}_1)\), that is, for
\[
\| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\bar{X}_1)) \| = \| SC^{-1} \|,
\]
where \(\Theta\) is measured in a matrix-dependent scalar product. This is done in two ways. The first bound is obtained as a direct solution of the previously derived equation (2.11). It holds only for the Frobenius norm without any additional conditions on the spectrum (except on a separation condition). The second bound is derived for any unitarily invariant norm. It is also obtained from equation (2.10) using standard linear algebra techniques. However, unlike the previous bound, this bound requires some additional conditions on the spectrum. Now we state the first theorem of this paper.

**Theorem 3.1.** Let \((H, M)\) and \((H, \tilde{M}) = (H + \delta H, M + \delta M)\) be Hermitian matrix pairs, where \(H\) and \(\tilde{H}\) are non-singular and \(M\) and \(\tilde{M}\) are positive definite matrices of order \(n\). Let \(X = [X_1 \ X_2]\) and \(\bar{X} = [\bar{X}_1 \ \bar{X}_2]\) be the non-singular matrices from (2.3) and (2.4) that simultaneously diagonalize the pairs \((H, M)\) and \((\tilde{H}, \tilde{M})\), respectively. Then the following bound holds:
\[
\| SC^{-1} \|_{F} \leq \frac{\| C^{-1}_2 \|_2 \cdot \| Y_{11}^{-1} \|_2 \cdot \left( \| \bar{X}^* \delta \bar{H} X_2 \|_F + \| \bar{A}_1 \|_2 \| \bar{X}^*_1 \delta M X_2 \|_F \right)}{\min_{i=1, \ldots, k, j=k+1, \ldots, n} | \bar{\lambda}_i - \lambda_j |}.
\]

**Proof.** If we set \(\Psi := Y_{11} U_1 S_C^{-1}\) in (2.11), it is easy to see that (2.11) is a standard Sylvester equation
\[
\bar{A}_1 \Psi - \Psi C_2 V^*_2 A_2 V^*_2 C_2^{-1} = \bar{X}^*_1 \delta \bar{H} X_2 V^*_2 C_2^{-1} - \bar{A}_1 \bar{X}^*_1 \delta M X_2 V^*_2 C_2^{-1},
\]
where the bound for the Frobenius norm of the solution, i.e., \(\| \Psi \|_F\), is given as (see [4, 19])
\[
\| \Psi \|_F \leq \frac{\| \bar{X}^*_1 \delta \bar{H} X_2 V^*_2 C_2^{-1} \|_F + \| \bar{A}_1 \bar{X}^*_1 \delta M X_2 V^*_2 C_2^{-1} \|_F}{\text{sep}(\bar{A}_1, C_2 V^*_2 A_2 V^*_2 C_2^{-1})}.
\]
The denominator in (3.2) is the separation of \(\bar{A}_1\) and \(C_2 V^*_2 A_2 V^*_2 C_2^{-1}\). By [19, p. 245], for this separation we have
\[
\text{sep}(\bar{A}_1, C_2 V^*_2 A_2 V^*_2 C_2^{-1}) \geq \frac{| \Lambda(\bar{A}_1) - \Lambda(C_2 V^*_2 A_2 V^*_2 C_2^{-1}) |}{\kappa_2(Y_a) \kappa_2(Y_b)},
\]
where \(Y_a\) and \(Y_b\) are matrices of the eigenvectors of \(\bar{A}_1\) and \(C_2 V^*_2 A_2 V^*_2 C_2^{-1}\). Note that \(\Lambda(C_2 V^*_2 A_2 V^*_2 C_2^{-1}) = \Lambda(A_2)\) since the matrices \(C_2 V^*_2 A_2 V^*_2 C_2^{-1}\) and \(A_2\) are similar. Also, note that \(\kappa_2(Y_a) = 1\) and that \(\kappa_2(Y_b) \leq \| C^{-1}_2 \|_2\). This means that for the separation we have
\[
\text{sep}(\bar{A}_1, C_2 V^*_2 A_2 V^*_2 C_2^{-1}) \geq \frac{1}{\| C^{-1}_2 \|_2} \cdot \frac{| \Lambda(\bar{A}_1) - \Lambda(A_2) |}{\kappa_2(Y_b)}
\]
\[
\geq \frac{1}{\| C^{-1}_2 \|_2} \cdot \min_{i=1, \ldots, k, j=k+1, \ldots, n} | \bar{\lambda}_i - \lambda_j |.
\]
Additionally, it holds
\[
\| \bar{X}^*_1 \delta \bar{H} X_2 V^*_2 C_2^{-1} \|_F \leq \| C^{-1}_2 \|_2 \| \bar{X}^*_1 \delta \bar{H} X_2 \|_F,
\]
\[
\| \bar{A}_1 \bar{X}^*_1 \delta M X_2 V^*_2 C_2^{-1} \|_F \leq \| C^{-1}_2 \|_2 \| \bar{A}_1 \|_2 \| \bar{X}^*_1 \delta M X_2 \|_F.
\]
we obtain the bound (3.1).

Also

\[ \| S_1 C_2^{-1} \|_F = \| SC^{-1} \|_F \; \] where see Remark 2.2. Inserting (3.3), (3.4), and (3.5) into (3.2), we obtain the bound (3.1).

The following lemma is an important tool that we use in the proof of the next theorem.

**Lemma 3.2 ([18, Lemma 2.1]).** Let \( X \in \mathbb{C}^{m \times n}, Y \in \mathbb{C}^{n \times r}, \text{ and } Z \in \mathbb{C}^{r \times s} \) have singular value decompositions \( X = U X \Sigma X V X^* \), \( Y = U Y \Sigma Y V Y^* \), and \( Z = U Z \Sigma Z V Z^* \), where the singular values are arranged in descending order. Then, for any unitarily invariant norm \( \| \cdot \| \),

\[
\| X Y Z \| \leq \| Y \|_2 \| \Sigma X \Sigma Z \| ,
\| X Y Z \| \leq \| X \|_2 \| \Sigma Y \Sigma Z \| ,
\| X Y Z \| \leq \| Z \|_2 \| \Sigma X \Sigma Y \| ,
\]

where \( \Sigma X, \Sigma Y, \text{ and } \Sigma Z \) are diagonal matrices of the \( p \) largest singular values and \( p = \min\{m, n, r, s\} \).

Now we state the second result that gives a bound that holds for any unitarily invariant norm.

**Theorem 3.3.** Let \((H, M)\) and \((\tilde{H}, \tilde{M}) = (H + \delta H, M + \delta M)\) be Hermitian matrix pairs, where \( H \) and \( \tilde{H} \) are non-singular and \( M \) and \( \tilde{M} \) are positive definite matrices of order \( n \). Let \( X = [X_1 \; X_2] \) and \( \tilde{X} = [\tilde{X}_1 \; \tilde{X}_2] \) be the non-singular matrices from (2.3) and (2.4) that simultaneously diagonalize the pairs \((H, M)\) and \((\tilde{H}, \tilde{M})\), respectively. Then, if \( \sigma_{\min}(\tilde{A}_1) - \kappa(Y_{11}) \| \Lambda_2 \|_2 > 0 \), the following bound holds:

\[
\| SC^{-1} \| \leq \frac{\| C_2^{-1} \|_2 \cdot (\| \tilde{X}_1^* \delta H X_2 \| + \| \tilde{A}_1 \|_2 \| \tilde{X}_1^* \delta M X_2 \|)}{\sigma_{\min}(\tilde{A}_1) - \kappa(Y_{11}) \| \Lambda_2 \|_2} \| Y_{11}^{-1} \|_2.
\]

**Proof.** We start this proof with the equation (2.10). By taking any unitarily invariant norm of equation (2.10), we get

\[
\| \tilde{A}_1 Y_{11} U_1 S_1 C_2^{-1} \| \leq \| Y_{11} U_1 S_1 V_2^* \Lambda_2 V_2 C_2^{-1} \| + \| \tilde{X}_1^* \delta H X_2 V_2 C_2^{-1} \| + \| \tilde{A}_1 \tilde{X}_1^* \delta M X_2 V_2 C_2^{-1} \|. 
\]

Also

\[
\| \tilde{A}_1 Y_{11} U_1 S_1 C_2^{-1} \| - \| Y_{11} U_1 S_1 V_2^* \Lambda_2 V_2 C_2^{-1} \|
\leq \| \tilde{X}_1^* \delta H X_2 V_2 C_2^{-1} \| + \| \tilde{A}_1 \tilde{X}_1^* \delta M X_2 V_2 C_2^{-1} \|. 
\]

Note that

\[
\| \tilde{A}_1 Y_{11} U_1 S_1 C_2^{-1} \| \geq \sigma_{\min}(\tilde{A}_1) \sigma_{\min}(Y_{11}) \cdot \| S_1 C_2^{-1} \|
\]

and

\[
\| \tilde{X}_1^* \delta H X_2 V_2 C_2^{-1} \| \leq \| \tilde{X}_1^* \delta H X_2 \| \cdot \| C_2^{-1} \|_2.
\]
In addition,

\[
\| \widetilde{A}_1 \widetilde{X}_1^T \delta M X_2 V_2 C_2^{-1} \| \leq \| \widetilde{A}_1 \|_2 \| \widetilde{X}_1^T \delta M X_2 \| \| C_2^{-1} \|_2,
\]

and finally, from Lemma 3.2, we obtain

\[
\| Y_{11} U_1 S_1 V_1^* A_2 V_2 C_2^{-1} \| \leq \| Y_{11} \|_2 \| A_2 \|_2 \| \widetilde{S}_1 \widetilde{C}_2^{-1} \|,
\]

where

- \( \widetilde{S}_1 = \text{diag} (\sin \theta_p, \ldots, \sin \theta_1) \),
- \( \widetilde{C}_2 = \text{diag} (\cos \theta_1, \ldots, \cos \theta_p) \),
- \( \widetilde{C}_2^{-1} = \text{diag} \left( \frac{1}{\cos \theta_p}, \ldots, \frac{1}{\cos \theta_1} \right) \),

\( \theta_1 \leq \theta_2 \leq \cdots \leq \theta_p \), and \( p = \min\{k, n - k\} \). Thus,

\[
\| \widetilde{S}_1 \widetilde{C}_2^{-1} \| = \| \text{diag} (\tan \theta_p, \ldots, \tan \theta_1) \| = \| S_1 C_2^{-1} \| = \| SC^{-1} \|
\]

(see Remark 2.2). Now, from (3.7) using (3.8), (3.9), (3.10), and (3.11), we obtain

\[
\| SC^{-1} \| \left( \sigma_{\min} \left( \widetilde{A}_1 \right) \sigma_{\min} \left( Y_{11} \right) - \| Y_{11} \|_2 \| A_2 \|_2 \right) \\
\leq \| C_2^{-1} \|_2 \cdot \left( \| \widetilde{X}_1^T \delta H X_2 \| + \| \widetilde{A}_1 \|_2 \| \widetilde{X}_1^T \delta M X_2 \| \right).
\]

Using \( \sigma_{\min}(Y_{11}) = \frac{1}{\| Y_{11} \|_2} \) and the assumption that \( \sigma_{\min}(\widetilde{A}_1) \sigma_{\min}(Y_{11}) - \| Y_{11} \|_2 \| A_2 \|_2 \geq 0 \),

we derive the inequality

\[
\| SC^{-1} \| \leq \frac{\| C_2^{-1} \|_2 \cdot \left( \| \widetilde{X}_1^T \delta H X_2 \| + \| \widetilde{A}_1 \|_2 \| \widetilde{X}_1^T \delta M X_2 \| \right) \cdot \| Y_{11}^{-1} \|_2}{\sigma_{\min}(\widetilde{A}_1) - \kappa_2(Y_{11}) \| A_2 \|_2}.
\]

**Remark 3.4.** Assume that the \( \tan \theta \)-bound is derived only for small perturbations of the matrix pair such that the angle \( \theta \) between the eigenvectors is \( 0 \leq \theta \leq \frac{\pi}{2} \). Under this assumption, the appearance of the expression \( \| C_2^{-1} \|_2 \), which is related to the cosine of the angles, can be removed from (3.6). More precisely, it follows that

\[
\| C_2^{-1} \|_2 = \frac{1}{\cos \theta_k} \leq 2,
\]

when \( \theta_k \leq \frac{\pi}{2} \) and \( \theta_1 < \theta_2 < \cdots < \theta_k \).

Note that the bound (3.1) from Theorem 3.1 and also the bound (3.6) from Theorem 3.3 require too much information about the subspaces (perturbed and unperturbed). Therefore, in the following, we will simplify the right-hand side of (3.1) and (3.6) by deriving bounds for \( \| \widetilde{X}_1^T \delta H X_2 \|, \| \widetilde{X}_1^T \delta M X_2 \|, \| Y_{11}^{-1} \|_2 \), and \( \kappa_2(Y_{11}) \). This will give the main results of this paper.

The eigenvalue problems for \( H = GJ^*G^* \) and \( \tilde{H} = \tilde{G}J^* \tilde{G}^* \) are closely related to the hyperbolic eigenvalue problem for the pair \((G^*G, J)\) and \((G^*G, J)\) (see, e.g., [20]). From [19, Theorem VI.1.15] and [19, Corollary VI.1.19] it follows that there always exist \( J \)-unitary matrices \( F \) and \( \tilde{F} \), that is, \( F^*JF = J \) and \( \tilde{F}^*J\tilde{F} = J \), that simultaneously diagonalize the pairs \((G^*G, J)\) and \((G^*G, J)\), respectively. More about \( J \)-unitary matrices and their
properties can be found in [23]. Since $H = G^*JG^*$ and $X^*GJG^*X = \Lambda$, by spectral calculus one can analyze
\[
G^*X = F|\Lambda|^{1/2}.\tag{3.12}
\]
Similarly for the perturbed quantities we have $\tilde{H} = \tilde{G}J\tilde{G}^*$ and $\tilde{X}^*\tilde{G}J\tilde{G}^*\tilde{X} = \tilde{\Lambda}$ and
\[
\tilde{G}^*\tilde{X} = \tilde{F}|\tilde{\Lambda}|^{1/2}.\tag{3.13}
\]
Now,
\[
\tilde{X}_1^*\delta HX_2 = \tilde{X}_1^*\tilde{G}\tilde{G}^{-1}\delta HG^{-*}G^*X_2
\]

\[
\tilde{X}_1^*\delta HX_2 = |\tilde{\Lambda}|^{1/2}F_1^*\tilde{G}^{-1}\delta HG^{-*}F_2|\Lambda_2|^{1/2}.\tag{3.14}
\]

It is assumed here that $F = [F_1, F_2]$ and $\tilde{F} = [\tilde{F}_1, \tilde{F}_2]$ are partitioned accordingly to (2.3). Now, from (3.14) we can see that
\[
\|\tilde{X}_1^*\delta HX_2\| \leq \max(|\tilde{\Lambda}_1|^{1/2}), \max(|\Lambda_2|^{1/2})\|\tilde{F}\|_2\|F\|_2\|\tilde{G}^{-1}\delta HG^{-*}\|.
\]

Also, since
\[
\tilde{X}_1^*\delta MX_2 = \tilde{X}_1^*\tilde{M}^{1/2}M^{-1/2}\delta MM^{-1/2}M^{1/2}X_2
\]

and the columns of the matrices $\tilde{Q}_1 := \tilde{X}_1^*\tilde{M}^{1/2}$ and $Q_2 := M^{1/2}X_2$ are orthonormal, we obtain
\[
\|\tilde{X}_1^*\delta MX_2\| = \|\tilde{Q}_1^*\tilde{M}^{-1/2}\delta MM^{-1/2}Q_2\| = \|\tilde{M}^{-1/2}\delta MM^{-1/2}\|
\]

Under the assumption that
\[
\eta_M := \|M^{-1/2}\delta MM^{-1/2}\| < \frac{1}{2},
\]
in the proof of [6, Theorem 3.4] the following bound is given for $\|Y_{11}^{-1}\|_2$
\[
\|Y_{11}^{-1}\|_2 \leq \frac{\sqrt{1 - \eta_M}}{\sqrt{1 - 2\eta_M}}.\tag{3.17}
\]

Also, we can bound $\kappa_2(Y_{11})$ by bounding $\|Y_{11}\|_2 = \|\sqrt{I - \tilde{X}_1^*\delta M\tilde{X}_1}\|_2$, where on the right-hand side we have the norm of the Cholesky factor of $I - \tilde{X}_1^*\delta M\tilde{X}_1$. Note that
\[
\|Y_{11}\|_2 \leq \sqrt{1 + \|\tilde{X}_1^*\delta M\tilde{X}_1\|_2} \leq \sqrt{1 + \|\tilde{X}^*\delta M\tilde{X}\|_2}.
\]

Using the $\tilde{M}$-unitarity of $\tilde{X}$ and $M^{-1/2}(I + M^{-1/2}\delta MM^{-1/2})^{-1/2}$, we can write
\[
\tilde{X} = M^{-1/2}(I + M^{-1/2}\delta MM^{-1/2})^{-1/2}Q,
\]

where $Q$ is a unitary matrix. If we set $W = M^{-1/2}\delta MM^{-1/2}$, then from (3.19) it follows
\[
\|\tilde{X}^*\delta M\tilde{X}\|_2 = \|(I + W)^{-1/2}W(I + W)^{-1/2}\|_2 \leq \frac{\eta_M}{1 - \eta_M}.\tag{3.20}
\]
Inserting (3.20) into (3.18) we obtain

\[ ||Y_{11}||_2 \leq \frac{1}{\sqrt{1 - \eta_M}}. \]  

From (3.17) and (3.21) it follows

\[ \kappa_2(Y_{11}) \leq \frac{1}{\sqrt{1 - 2\eta_M}} =: \alpha_M. \]  

Finally, we can state the two main theorems of this paper. Recall that \( \Theta \) is measured in a matrix-dependent scalar product.

**Theorem 3.5.** Let the same assumptions as in Theorem 3.3 hold. Let \( H \) and \( \tilde{H} \) be of the form \( H = GJG^* \) and \( \tilde{H} = GJ\tilde{G}^* \), where \( G \) and \( \tilde{G} \) are non-singular matrices. Further, let \( F \) and \( \tilde{F} \) be \( J \)-unitary matrices that simultaneously diagonalize the pairs \((G^*G, J)\) and \((\tilde{G}^*\tilde{G}, \tilde{J})\), respectively. Then, if \( \eta_M := ||M^{-1/2}\delta MM^{-1/2}|| < \frac{1}{2} \) and \( \theta \leq \frac{\pi}{3} \), the following bound holds:

\[ \| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \leq 4 \cdot \sqrt{1 - \eta_M} \cdot \frac{\|F\|_2 \|\tilde{F}\|_2 \| G^{-1} \delta HG^{-*} \|_F + \| M^{-1/2} \delta MM^{-1/2} \|_F }{S_1} \]

where

\[ S_1 = \frac{\min_{i=1, \ldots, k} |\bar{\lambda}_i - \lambda_j|}{\sigma_{\max}(|\bar{A}_1|^{1/2}) \cdot \sigma_{\max}(|\bar{A}_2|^{1/2})} \quad \text{and} \quad S_2 = \frac{\min_{j=k+1, \ldots, n} |\bar{\lambda}_i - \lambda_j|}{\|\bar{A}_1\|_2} \]

**Proof.** Using (3.15), (3.16), and (3.17) in the bound (3.1), from Theorem 3.1 we obtain the bound (3.23). \( \Box \)

**Theorem 3.6.** Let the same assumptions as in Theorem 3.5 hold. If

\[ \sigma_{\min}(\bar{A}_1) - \frac{1}{\sqrt{1 - 2\eta_M}} \|A_2\|_2 > 0, \]

then the following bound holds:

\[ \| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \leq 2 \cdot \sqrt{1 - \eta_M} \cdot \frac{\|F\|_2 \|\tilde{F}\|_2 \| G^{-1} \delta HG^{-*} \|_F + \| M^{-1/2} \delta MM^{-1/2} \|_F }{S_1} \]

where

\[ S_1 = \frac{\sigma_{\min}(\bar{A}_1) - \kappa_2 \|A_2\|_2}{\sigma_{\max}(|\bar{A}_1|^{1/2}) \cdot \sigma_{\max}(|\bar{A}_2|^{1/2})} \quad \text{and} \quad S_2 = \frac{\sigma_{\min}(\bar{A}_1) - \alpha_M \|A_2\|_2}{\|\bar{A}_1\|_2} \]

**Proof.** Using (3.15), (3.16), (3.17), and (3.22) in the bound (3.6), from Theorem 3.3 we obtain the bound (3.24). \( \Box \)

**Remark 3.7.** Note that the assumption \( \sigma_{\min}(\bar{A}_1) - \frac{1}{\sqrt{1 - 2\eta_M}} \|A_2\|_2 > 0 \) in Theorem 3.6 ensures a positive denominator in (3.6), from which we derived (3.24), and this represents a condition on the separation between \( |A_2| \) and \( |\bar{A}_1| \).
In [6] the authors derived a bound for the norm of the matrices $F$ and $\tilde{F}$ from (3.12) and (3.13) that appear in the bounds (3.23) and (3.24). More details about this can be found therein.

**Remark 3.8.** Note that the values $\eta_M$ and $\alpha_M$ are dependent on the perturbation of the matrix $M$. If $\delta M = 0$, then $\eta_M = 0$ and $\alpha_M = 1$, in which case the bounds (3.23) and (3.24) are of the form

$$\|\tan \Theta(R(X_1), R(\tilde{X}_1))\|_{ui} \leq \frac{\|\tilde{F}\|_2\|F\|_2\|\tilde{G}^{-1}\delta HG^{-*}\|_{ui}}{D},$$

where $D = S_1/4$ when $ui = F$ or $D = S_1/2$ when $ui$ is any unitarily invariant norm. Additionally, if $H$ is positive definite, then $\tilde{F}$ and $F$ are unitary, and the bound (3.25) has the form

$$\|\tan \Theta(R(X_1), R(\tilde{X}_1))\|_{ui} \leq \frac{\|\tilde{G}^{-1}\delta HG^{-*}\|_{ui}}{D}.$$

**4. Performances of the bounds.** In this section, we illustrate the performance of our bounds (3.23) and (3.24). We compare them with the exact values as well as with some known perturbation bounds. More precisely, we compare the bounds (3.23) and (3.24) with the $\sin \Theta$-bound form [6] as well as with the bound from [21]. This comparison makes sense because we consider only small perturbations of the eigenvectors for which the values of the tangent and the sines of the angle are extremely close. The tan $\Theta$-bound for the standard eigenvalue problem from [18] is comparable to the special cases of our bounds (3.23) and (3.24) with $M = I$ and $\delta M = 0$; see Remark 3.8.

**4.1. Example 1.** We consider the generalized eigenvalue problem

$$Hx = \lambda Mx,$$

with $H=\text{gallery}('ris',n)-0.002*\text{diag}(2*n:-2:1)$, where 'ris' is the matrix from MATLAB's matrix set and $M=\text{diag}(1:n)$ with $n = 50$. We compare the bounds (3.23) and (3.24) in the spectral and Frobenius norm with the exact values of

$$\|\tan \Theta(R(X_1), R(\tilde{X}_1))\|_F \quad \text{and} \quad \|\tan \Theta(R(X_1), R(\tilde{X}_1))\|_2.$$ 

We consider 30 random perturbations $\delta H$ and $\delta M$ of the same size, which satisfy

$$|(\delta H)_{ij}| \leq 10^{-7}, \quad |(\delta M)_{ij}| \leq 10^{-7}.$$ 

In the results illustrated in Figure 4.1, we can see that the bound (3.24) in the 2-norm is the sharpest, as expected. Comparing the bounds (3.24) and (3.23) in the Frobenius norm, we can notice that these bounds are equally sharp. This behavior is also expected from a theoretical point of view. The drawback of (3.24) is the strong assumption on the spectrum, which makes it inapplicable in some examples where this assumption does not hold.

In Figure 4.1, we also observe that the bounds in the Frobenius and in the spectral norms behave similarly for different perturbations of the same size.

**4.2. Example 2.** In this example, we compare the bounds (3.23) and (3.24) with the $\sin \Theta$-bounds from [6] (denoted by GTM) and [21] (denoted by Sun), which are stated in the following theorems:
THEOREM 4.1 ([6, Theorem 3.4]). Let \((H, M)\) be a Hermitian pair, and let the matrices 
\((\tilde{H}, \tilde{M}) = (H + \delta H, M + \delta M)\) be the perturbed pair. Let 
\(X = [X_1 \ X_2]\) and \(\tilde{X} = [\tilde{X}_1 \ \tilde{X}_2]\)
be non-singular matrices that simultaneously diagonalize the pairs \((H, M)\) and \((\tilde{H}, \tilde{M})\) as 
in (2.1) and (2.2), respectively. If \(\eta_M = \|M^{-1/2}\delta MM^{-1/2}\|_2 < \frac{1}{2}\), then

\[
\| \sin \Theta_M(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \leq \frac{\|F\|_2 \|\tilde{F}\|_2}{\text{RelGap}(\hat{\Lambda}_1, \hat{\Lambda}_2)} \cdot \Psi_H + \frac{1}{\text{RGap}(\hat{\Lambda}_1, \hat{\Lambda}_2)} \cdot \frac{\sqrt{1 - \eta_M}}{\sqrt{1 - 2\eta_M}} \cdot \Psi_M,
\]

where \(\Psi_H = \|G^{-1}\delta H \tilde{G}^{-\ast}\|_F\) and \(\Psi_M = \|M^{-1/2}\delta MM^{-1/2}\|_F\), and

\[
\text{RelGap}(\hat{\Lambda}_1, \hat{\Lambda}_2) = \min_{i=k+1, \ldots, n} \frac{|\lambda_i - \hat{\lambda}_j|}{\sqrt{\lambda_i \lambda_j}},
\]

\[
\text{RGap}(\widehat{\lambda}_1, \widehat{\lambda}_2) = \min_{i=k+1, \ldots, k} \frac{|\lambda_i - \widehat{\lambda}_j|}{|\lambda_j|},
\]

where \(\hat{\lambda}_j, j = 1, \ldots, n\), are the eigenvalues of the pair \((\tilde{H}, \tilde{M})\).

In the same paper in [6, Corollary 3.5], a similar bound for any unitarily invariant norm is also given.

THEOREM 4.2 ([21, Theorem 2.1]). Let the definite pair \((H, M)\) be decomposed as in (2.3), where \(X_1\) and \(X_2\) have orthonormal columns. Let the analogous decomposition be 
given for the pair \((\tilde{H}, \tilde{M}) = (H + \delta H, M + \delta M)\), and let \(\lambda_i\) and \(\lambda_i, i = 1, \ldots, n\), denote
the eigenvalues of \((H, M)\) and \((\tilde{H}, \tilde{M})\), respectively. If

\[
\Gamma = \min \left\{ \frac{|\tilde{\lambda}_j - \lambda_i|}{\sqrt{(1 + \tilde{\lambda}_j^2)(1 + \lambda_i^2)}} : i = 1, \ldots, k, j = k + 1, \ldots, n \right\} > 0,
\]

\[
\gamma(H, M) = \min_{x \in \mathbb{C}^n, \|x\| = 1} \sqrt{(x^*Hx)^2 + (x^*Mx)^2} > 0,
\]

then

\[
(4.2) \quad \| \sin \Theta(\Re(X_1), \Re(X_1)) \| \leq q \cdot \frac{\sqrt{\|H^2 + M^2\|_2} \sqrt{\|\delta H X_1\|^2 + \|\delta M X_1\|^2}}{\Gamma} \gamma(H, M) \gamma(\tilde{H}, \tilde{M}),
\]

where the constant \(q\) satisfies \(1 \leq q \leq \sqrt{2}\), \(\gamma(H, M)\) is the Crawford number of the pair \((H, M)\) (see, e.g., [19, Theorem 3.9, Chapter VI]), and \(\Gamma\) is an absolute measure of the gap in the spectrum.

**Experiment 1.** The first comparison is made for the example of the generalized eigenvalue problem \(Hx = \lambda Mx\) with

\[
H = \text{gallery('ris', }n\text{)} - 0.005 \times \text{diag}(2\times n: -2: 1),
\]

where 'ris' is the matrix from MATLAB's matrix set and

\[
M = 0.03 \times \text{diag}(1:0.1:1*(n+9))
\]

with \(n = 50\) and \(k = 3\). The perturbations \(\delta H\) and \(\delta M\) are of the same size and satisfy

\[
|\langle \delta H \rangle_{ij}| \leq \epsilon, \quad |\langle \delta M \rangle_{ij}| \leq \epsilon,
\]

where \(\epsilon\) is gradually changing from \(10^{-9}\) to \(10^{-5}\). The obtained results for the Frobenius (left) and the 2-norm (right) are presented in Figure 4.2.

**Experiment 2.** In this experiment, a comparison is done with the parameter-dependent matrix \(H\) of the form

\[
H = \text{gallery('ris', }n\text{)} - v \times \text{diag}(2\times n: -2: 1),
\]

with \(v = 0.1:0.01:0.01, M = 0.03 \times \text{diag}(1:0.1:1*(n+9))\), \(n = 50\), and \(k = 3\). The perturbations satisfy \(\|\langle \delta H \rangle_{ij}\| \leq 10^{-8}\), and \(\|\langle \delta M \rangle_{ij}\| \leq 10^{-8}\). The obtained results are presented in Figure 4.3.
From the Experiments 1 and 2 in this example, we can conclude that the bounds (3.24) and (3.23) in the Frobenius norm and also in the 2-norm are almost equally sharp as (4.1) and significantly sharper than the bound (4.2) in the appropriate norms.

EXPERIMENT 3. In this experiment, we consider $H = \text{gallery('ris',n)}$ and $M = \text{diag}(1:n), n = 50$, and random perturbations $\delta H$ and $\delta M$ satisfying

\[ |(\delta H)_{ij}| \leq 10^{-8} \quad \text{and} \quad |(\delta M)_{ij}| \leq 10^{-8}. \]

For this example, we choose a subspace such that the condition from Theorem 3.6 is not satisfied, and therefore the bound (3.24) cannot be applied. Therefore, we calculate the values of the bounds (3.23) and (4.1) as well as the exact value. For $k = 2$, we obtain the exact value

\[ \| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \approx 6.5496 \cdot 10^{-8}. \]

The bound (4.1) gives

\[ \| \sin \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \leq 1.4013 \cdot 10^{-6}, \]

while (3.23) gives

\[ \| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \leq 3.6403 \cdot 10^{-6}. \]

This example shows that (3.23) can be of the same order of magnitude as (4.1), which is particularly important in cases like this where the bound (3.24) cannot be applied.

4.3. Example 3. In this example, we compare a special case of (3.23) with $M = I$ and $\delta M = 0$, with the $\tan \Theta$-bound from [18]. That bound is for the standard eigenvalue problem $Hx = \lambda x$ and is stated (using our notation) in the following theorem:

THEOREM 4.3. [18, Theorem 1] Let $A \in \mathbb{C}^{n \times n}$ be a Hermitian matrix, and let $X = [X_1 \, X_2]$ be its unitary eigenvector matrix such that $X^*AX = \text{diag}(\Lambda_1, \Lambda_2)$ is diagonal, where $X_1$ and $X_2$ have $k$ columns. Let $\tilde{X}_1 \in \mathbb{C}^{n \times k}$ be orthogonal, and let $R = A\tilde{X}_1 - \tilde{X}_1A_1$, where $A_1 = \tilde{X}_1^*AX_1$. Suppose that $\lambda(\Lambda_2)$ lies in $[a, b]$ and $\lambda(A_1)$ lies in the union of $(-\infty, a - \delta]$ and $[b + \delta, \infty)$. Then

\[ \| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \leq \frac{\| R \|}{\delta}. \]
This example is motivated by [6, Example 5.2], where the authors constructed a so-called abstract Bogoliubov–de Gennes-like example. Let

$$H = \begin{bmatrix} H_{11} & 0 \\ 0 & -H_{11} \end{bmatrix}$$

be a nonsingular indefinite Hermitian matrix, and let

$$\tilde{H} = \begin{bmatrix} H_{11} & B_p \\ B_p & -H_{11} \end{bmatrix}$$

be the perturbed matrix, where $H_{11}$ is a positive definite Hermitian matrix obtained in MATLAB as

```matlab
n=25;
h11=[0.01:0.001:0.32, 0.5, 0.7];
[tmp, temp]=qr(rand(n));
H11=tmp*diag(h11)*tmp';
H11=1/2*(H11+H11');
```

and $B_p = \delta B \ast \text{rand}(n)$, $B_p = B_p + B_p^*$, is a random perturbation with $\delta B = 10^{-5}$. Note that this perturbation is an off-diagonal block perturbation, so the latest bound from [14, Theorem 3.2] can also be applied here. However, in the case when $M = I$ and $\delta M = 0$, this bound and that of (4.3) coincide; see [14, Remark 3.5].

An illustration of the bounds is provided here for the case when the condition for the eigenvalues given in Theorem 4.3 is satisfied. Additionally, the condition from our Theorem 3.6 is satisfied as well. This means that we choose $k$ such that the eigenvalues of $\tilde{\Lambda}_1$ lie in the union $\langle -0.8, -0.5 \rangle \cup [0.5, 0.8]$, and the eigenvalues of $\Lambda_2$ lie in $[-0.32, 0.32]$. This gives $\delta = 0.1800$, and the bound (4.3) gives

$$\| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \leq 0.0011.$$  

The exact value is approximately

$$\| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \approx 3.4342 \cdot 10^{-5}.$$  

The bounds (3.24) and (3.23) are equal and give

$$\| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \leq 5.5919 \cdot 10^{-5}.$$  

Note that for this example, (3.24) and (3.23) are sharp and close to the exact value of the tangent, while (4.3) is not, as it contains the absolute gap $\delta$ in the denominator.

In the end, it is important to emphasize the important property of the bound (3.23). In the case when the conditions for other $\tan \Theta$-theorems are not satisfied and therefore they are inapplicable, the bound (3.23) can still be applied and provides a good approximation of the exact value of $\| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F$. For example, if we choose $k$, i.e., $X_1$ corresponding to the eigenvalues $\{-0.7, -0.012, 0.7\}$, then the exact value is approximately

$$\| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \approx 1.2923 \cdot 10^{-4},$$  

and (3.23) gives

$$\| \tan \Theta(\mathcal{R}(X_1), \mathcal{R}(\tilde{X}_1)) \|_F \leq 2.3494 \cdot 10^{-4},$$  

while other $\tan \Theta$-bounds are inapplicable.
5. Conclusion. This paper presents two tan Θ-theorems, Theorem 3.5 and Theorem 3.6, for definite Hermitian matrix pairs that belong to relative perturbation theory. Theorem 3.5 gives a bound (3.23) that holds only for the Frobenius norm and requires no assumption on the spectrum. Furthermore, Theorem 3.6 gives the bound (3.24) that holds for all unitarily invariant norms, but it requires some condition on the spectrum. In several numerical examples, both bounds are tested and compared with existing tan Θ- and sin Θ-bounds. When conditions on the spectrum are satisfied, it is shown that (3.24) and (3.23) are equally sharp (see Example 4.1) and comparable to the sin Θ-bound from [6]. Otherwise, when these conditions are not satisfied (Example 4.2), the bound (3.23) is as sharp as the relative sin Θ-theorem from [6] while (3.24) cannot be applied. Additionally, in Example 4.3, it is shown that for the case where $M = I$ and $\delta M = 0$, these bounds are comparable to the tan Θ-bounds for the standard eigenvalue problem. Especially, when compared with the tan Θ-bound with relaxed conditions from [18], it can give a sharper estimate, almost equal to the exact value $\tan \Theta$. One of the reasons is that the new bounds (3.23) and (3.24) use relative gaps. Finally, we can conclude that our results are sharp enough to recognize small perturbations, and compared with existing tan Θ-bounds, they can give sharper estimates. Additionally, (3.23) can be applied in certain cases where the other tan Θ-bounds are not applicable.
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